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Using Regression Coefficient as a Stability Parameter 
in Plant Breeding Programs* 
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Summary. Expanding the regression coefficient as stabil- 
ity parameter (Finlay and Wilkinson 1963) requires an 
unbiased interpretation of the parameter. Information on 
the covariances among the genotypes of the population 
must be specific, particularly when the assumed related- 
ness of  the genotypes appears questionable. Such a prob- 
lem, however, is not expected when the covariances be- 
tween the genotypes are either zero or equal and possibly 
non zero. 
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Introduction 

In plant breeding programs, genotypes are often evaluated 
in different environments (locations and years) before 
selecting or recommending certain genotypes. Genotypes 
tested in different environments almost invariably show 
genotypes-by-environment interactions; that is, the rela- 
tive performances of the genotypes vary from one en- 
vironment to another. Such differentia/response of  geno- 
types in different environments makes it difficult for 
breeders to decide which genotypes should be selected. 
Different methods were proposed to solve the problems 
created by genotype-by environment interactions (tom- 
stock and Moll 1963; Liang, Heyne, and Walter 1966; 
Sprague and Federer 1951). On the other hand, the regres- 
sion approach originally proposed by Yates and Cochran 
(1938) and later used by Finlay and Wilkinson (1963) has 
also been widely used in comparing and measuring geno- 
typic performance in various environments. In the regres- 
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sion approach, an environment index is measured by the 
mean performance of all genotypes grown in that environ- 
ment, and performance of individual genotypes is regres- 
sed on the environmental index. Regression coefficients 
that have been so derived measure phenotypic stability; 
that is, phenotypes with regression coefficients of 1.0 
have an average stability, whereas coefficients less than or 
greater than 1.0 indicate above average and below average 
stability. Many researchers have used this method to in- 
vestigate genotype-by-environment interactions in differ- 
ent species (Breese 1969; Johnson, Sharer and Schmidt 
1968; Jowett 1972; Perkins and Jinks 1968 and 1971), 
and others have discussed the limitations for using a regres- 
sion on an environment index (Knight 1970; Witcombe 
and Whittington 1971). 

This paper examines some theoretical problems as- 
sociated with using and interpreting the regression coeffi- 
cient as a stability parameter. 

Experimental Theory 

Assume the following model for any character, such as 
grain yield, 

Xijk = / /+  gi + ej (1 + bi) + eij k 

w h e r e  Xij  k = phenotypic performance of the i th genotype 
in the jth environment in the k th replicate, 

/a = overall mean of the population. 
gi = effect of the i th genotype, i = 1,2 ..... n, 
ej = effect of the jth environment, j = 1,2 ..... m, 
1 + b i = linear regression of the i TM genotype on the en- 
vironment means and 
eij k = random error associated with the i th genotype in 
the jth environment in the k th replicate. 

When the mean of the jth environment, ,X.j., is used as 
the environment index, (the subscripts will be dropped to 
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simplify the notation, i.e., use ,X) then the stability para- 
meter of  the i th genotype is defined as 

Cov(Xi,X) 
1 + b i = Var(X) 

where X i is the performance of  the i th genotype in a given 
environment and 

n 
Z x i  

X = I  
n 

which is the environment index where n = number of  
genotypes. When i = 1, the quantity 1 + bl  can be expres- 
sed by 

Coy(X, ,R) 
l + b x  = 

Var(X) 

where the covariance and variance are respectively: 

n 1 n 
Cov(X,  ,X) = Cov(X 1 , 1  ZXi)  =----- ~ C o v ( X  1 ,Xi) 

n 1 n 1 

1 n 

= - [Var (X1)  + ~Cov(X 1 ,Xi) ] 
n 2 

where Cov(X, ,Xl ) = Var (X, )  
and 

n n 

V a r ( X ) = V a r (  1 l~Xi) = 12 War(~lXi) 
n 

= 2 -21 [Z1 Var(Xi) + i~j ]~ C~ 

and thus, n 
Var(X1) + Z Coy(X1 ,Xj) 

1 + b l  = 2 . . . . . .  ( 1 )  

_ 1 
1 ~ Var(Xi ) + _ ~ Cov(Xi,Xj)  
n i=l n i~j 

To evaluate the effectiveness of  1 + b~ as a measure of  
stability, we consider several special cases by applying 
various restrictions on the covariances. 

1 .  Assume that Cov(Xi,Xj) = 0 for any i :~ j, i.e., 
n 

Z Cov(Xl  ,Xi) = ~ Cov(Xi, Xj) = 0- 
2 i:~j 

The assumption of  zero covariances corresponds to as- 
suming that the genotypes in the experiment are genetical- 
ly unrelated. 

Var (X1) 
Then equation (1) becomes 1 + bl* = 

n 
]~Var(Xi) 
i=l 

n 

Let Var(X) denote i~ Var(xi) ,  then 

n 

Var(X i) 
1 + b * -  _ _  (2) 

Var(X) 

Therefore, 1 + b* is the ratio of  the variance of the geno- 
type under study to the average variance of all the geno- 
types in the population. The interpretations of  the regres- 
sion coefficients are: 

1 + b* = 1 indicates average stability, i.e., the i th geno- 
type has the same response to environmental changes 
defined by Var(Xi) as the average genotype expressed by 
Vat(X). 

1 + b* > 1 indicates a below average stability as the i TM 
genotype responds more to environmental changes than 
the average genotype. 

1 + b* < 1 indicates an above average stability as all 
the genotypes on the average respond more to the en- 
vironment than the i th genotype. 

If  we define r i as 

Var(X i) 
r i = , then 

n 
j=ZlVar (Xj) - Var (Xi) 

n Var(Xj) ri n 

1 + b* [ZVar(Xj)-Var(Xi)]  + Var(Xi) r i + 1 

(i = 1,2 ..... n)...(3) 

Note that if all of  the variances are equal, than 1 + b* = 1. 
From (3), it can be noted that: 

(a) when r i ~ 0, then b i ~ - 1 ,  and that happens when 
Var(X1 ) + Var(X2 ) +...+ Var(X i_ 1 ) + Var(Xi+ l ) +--'+ 
Var(Xn) + oo 

(b) When r i + 0% then b* -~ n - 1  and that happens when 
Var(X1 ) + Var(X2) +...+ Var(Xi_ 1) + Var(Xi+ 1) +.. -+ 
Var(Xn) ~ 0. 

Thus, by assuming the covariances among genotypes to 
be zero, we see that if we conduct an experiment includ- 
ing a genotype with a very large variance and another 
experiment without this genotype, we will get a very large 
to possibly small value of the regression coefficient. The 
upper limit of  the b* value will depend on number of  
genotypes and the magnitude of their variances. 

2. Assume that the covariances are all equal and pos- 
sibly non zero, i.e., 

Cov(X, ,X2) = Cov(X, ,X3) . . . . .  Cov(X, ,Xj) - . .7  
Coy (X, ,Xn) . . . . .  Cov(Xn_  1 ,Xn) , 

n 
then Z Cov(X1 ,Xi) = ( n - l )  Coy(X, ,Xi), 

2 

E Cov(Xi,Xj) = ( n - l )  Cov(Xi,Xi) 
i:~j 
and 
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Var(Xl)  + ( n - l )  Cov(X 1 ,Xj) 
l + b l =  

Var(X) + ( n - l )  Coy(X1 ,Xi) 

Hence, we obtain an interpretation similar to that with 
the zero covariances assumption, 

1 + b i <_ I implies Var(Xi) <_ Var(X), and 

1 + b i > I implies Var(Xi) > Var(X). 

This is a more reasonable assumption than the zero cov- 
ariances, because we can have such a relationship between 
genotypes just by random sampling from a finite number 
of  genotypes. 

3. If  the covariances between Xa and X2,X3...,X n are 
equal and positive but smaller than the covariances among 
X2 ,X3 ...,X n (also assumed to be equal and positive), i.e., 
C o v ( X ~ , X 2 )  = C o v ( X ~ , X 3 )  = . . .  = C o v ( X z , X j )  . . . .  -- 

Cov(Xl ,Xn) <~ Cov(X2,X3) . . . .  = Cov(X2,Xn) . . . .  = 
Cov(X h ,Xp) = ... = Cov(X n_ 1 ,Xn), 

then 

1 + bl ~ _ _  Var(X1) + ( n - l )  Coy(X1 ,Xj) (4) 

Var(X) + ( n - 2 )  Cov(Xh,Xp) + 2 Cov(X1 ,Xj) 

so that, 
1 + b i < 1 does not necessarily mean that Xt is a less 

stable genotype because for Var(Xi) _< Var(X), 1 + b i will 
always be less than 1. The only case in which b i should be 
used is when 1 + b i is greater than 1.0 which only indicates 
that Var(Xi) is greater than Var(X). 

4. I f  the covariances between X1, and X2, X3 ..... X n 
are equal and positive but larger than the covariances be- 
tween X~, X3,...,X n (also assumed equal and positive), 
i.e., Cov(Xl ,X2) = Cov(X1 ,X3) . . . .  = Coy(X1 ,Xh) . . . .  = 
Cov(Xl,Xn) > Cov(X2,X3) = Cov(X2,X4) . . . .  = 
Cov(X2,Xh) . . . .  = Cov(Xn_ 1 ,Xn), then the form of  1 + 
bx is the same as in (4) if n is large. The interpretations 
differ, however, for it could easily be demonstrated that 
unless 1 + b i is less than 1 (indicating Var(Xi) < Var(X)), 
the b value may not be very useful. 

5. I f  no assumptions can be made about the cov- 
ariances among the genotypes, then the interpretation of  
the b values will be very complicated and possibly not 
interpretable. This suggests that more interpretable results 
would be obtained by some other kind of  environmental 
index. 

with highly selected material. Under these conditions, it 
seems that one must be cautious in using the regression 
coefficient as stability parameter without some prior in- 
formation about the covariances among the genotypes. 
This problem could, however,, be removed by working 
with truly random samples from a large population of  
genotypes to satisfy the zero eovariances assumptions, or 
random samples of  genotypes from a f'mite population to 
satisfy the assumption of  equal covariances. In any case, 
the random sample of  genotypes is the most important 
assumption to satisfy before the regression coefficient can 
be used efficiently as a stability parameter. 
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Conclusion 

Using the regression coefficient as a stability parameter 
may help plant breeders and geneticists select genotypes 
for wide adaptation. However, it appears that the assump- 
tions underlying the use of  the method are not always 
satisfied, particularly that o f  the random sample o f  the 
genotypes, as the breeder and the geneticist usually work 
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